|  |
| --- |
| **1. 주제**  난청자를 위한 실시간 전화 통화 텍스트 변환 시스템  **나반 4팀 20241977 이환희** |

|  |  |
| --- | --- |
| **2. 요약**  - 목표: 청각 장애인 및 난청인을 위해 전화 통화의 음성을 실시간으로 텍스트로 변환해 주는 시스템을 개발하여 사용자들이 전화 통화 내용을 실시간으로 확인할 수 있도록 지원하는 것을 목표로 합니다.  - 핵심 내용: 이 시스템은 상대방의 음성을 텍스트로 변환해 화면에 표시하고, 사용자는 문자 대신 자신의 음성으로 응답합니다. 이를 통해 노인 사용자의 불편함을 줄이고, 문자 입력의 어려움을 해소할 수 있습니다.  - 중요성: 사회적으로 노인들의 디지털 소통 접근성을 확대하고, 전화 통화에서 겪는 제약을 해소할 수 있습니다. 특히, 일상적인 전화 통화에서의 불편함을 줄여 더욱 원활한 소통을 가능하게 합니다. | **3. 대표 그림**  - 개발 배경: 보청기를 사용해도 잘 안 들리시는 할아버지와의 통화가 너무 어려워서 개발하게 되었습니다.  설명: 통화 중 상대방의 음성을 실시간으로 텍스트로 변환해 화면에 표시하고, 노인 사용자는 음성으로 응답할 수 있는 시스템 프로세스 다이어그램입니다.  - 예상 결과    그림 1. 실시간 전화 통화 텍스트 변환 시스템 |

|  |
| --- |
| **4. 서론**  - 배경, 사례: 청각 장애인과 난청을 가진 노인들은 전화 통화에서 상대방의 말을 이해하는 데 어려움을 겪을 수 있습니다. 문자 입력을 통한 응답은 시간이 오래 걸리며 불편하기 때문에, 노인 사용자들이 문자 대신 음성으로 응답할 수 있는 솔루션이 필요합니다.  **-** 문제 정의: 기존의 음성-텍스트 변환 시스템은 문자로 답변해야 하는 방식이 대부분입니다. 그러나 문자 입력이 느리거나 불편한 노인 사용자를 위해 음성으로 응답할 수 있는 대안이 필요합니다.  - 극복 방안: 상대방의 음성을 실시간으로 텍스트화하여 노인 사용자가 내용을 쉽게 읽을 수 있도록 하며, 동시에 노인 사용자는 문자 입력 없이 음성으로 응답할 수 있는 시스템을 개발한다면 이 문제를 극복할 수 있습니다. |

|  |
| --- |
| **5. 본론**  이 시스템은 전화 통화에서 상대방의 발언을 실시간으로 텍스트화하여 화면에 표시합니다. 동시에, 사용자는 문자 입력을 할 필요 없이 자신의 목소리로 응답하여, 노인 사용자의 불편함을 줄이고 편리하게 소통할 수 있도록 지원합니다.    - 그림 2. 시스템 흐름 개요  **- 필요한 기술 요소:** 음성 인식 (Speech-to-Text) 기술  상대방의 음성을 실시간으로 텍스트로 변환하는 기능은 Google Speech-to-Text API 또는 IBM Watson Speech-to-Text API와 같은 음성 인식 서비스를 사용하여 구현합니다. 서버에서 실시간 음성 인식을 수행한 후, 텍스트화된 내용을 클라이언트 화면에 실시간으로 전송하여 사용자가 읽을 수 있도록 합니다.  **통화 연결 및 데이터 전송**  WebSocket을 사용하여 클라이언트와 서버 간 실시간 데이터 전송을 구현합니다. WebSocket을 통해 지속적인 연결을 유지하면서 음성 데이터를 즉시 텍스트로 변환하고, 사용자 화면에 표시할 수 있습니다.  통화 중 상대방의 음성을 텍스트로 변환하고 노인 사용자는 음성으로 응답할 수 있게 하여 문자 입력의 불편함을 해소합니다.  **UI/UX 설계**  노인 사용자가 읽기 편하게 큰 글씨 크기와 높은 색상 대비를 가진 UI를 설계합니다. 텍스트는 대화 흐름을 놓치지 않도록 실시간으로 업데이트되며, 음성으로 응답할 수 있는 간단한 인터페이스를 포함합니다.  UI는 통화 중에 상대방의 발언이 끝나면 노인 사용자가 쉽게 마이크 버튼을 눌러 응답할 수 있도록 설계되어야 합니다.  **- 구현 방법 및 개발 방향: 1. 음성 인식 및 음성 전송 모듈 구현**  클라이언트 측  통화 중 상대방의 음성을 캡처하여 서버로 전송하고, 사용자가 마이크 버튼을 통해 자신의 음성을 상대방에게 전송할 수 있도록 합니다. 이를 위해 Twilio API 등을 사용하여 전화 통화 기능을 통합하고, PyAudio 라이브러리로 오디오 스트리밍을 관리할 수 있습니다.  서버 측  Flask 서버에서 Google Speech-to-Text API를 사용하여 실시간 음성 인식을 수행하고, 변환된 텍스트를 WebSocket을 통해 클라이언트에 전송합니다. 동시에, 사용자가 마이크를 통해 발언할 때, 해당 음성을 Twilio API를 통해 상대방에게 전송할 수 있습니다.  **2. 실시간 데이터 전송**  WebSocket 프로토콜 사용  Flask-SocketIO를 사용하여 클라이언트와 서버 간 실시간 데이터 전송을 구현합니다. 텍스트 업데이트를 통해 상대방 발언을 화면에 표시하고, 노인 사용자는 마이크 버튼을 눌러 자신의 발언을 시작할 수 있습니다.  **3. 사용자 인터페이스 (UI) 설계 및 구현**  프론트엔드 개발  HTML, CSS, JavaScript, React를 사용하여 노인 사용자를 위한 간단하고 직관적인 UI를 설계합니다. 상대방의 발언은 화면에 실시간으로 표시되며, 큰 글씨와 편리한 인터페이스가 제공됩니다.  마이크 버튼을 화면에 배치하여 사용자가 문자 입력 대신 음성으로 쉽게 응답할 수 있도록 하고, 화면에 상대방의 텍스트가 업데이트되면 마이크 버튼이 활성화되도록 합니다.  UI 반응성  WebSocket을 통해 실시간으로 텍스트가 업데이트되며, 텍스트가 업데이트될 때마다 UI가 자동으로 새 텍스트에 맞추어 이동하도록 하여 사용자가 대화 흐름을 놓치지 않도록 합니다.  **구현 일정**  1단계: 요구사항 분석 및 시스템 설계  프로젝트 목표와 기능 명세서를 작성하고, 시스템 다이어그램과 UI 목업을 설계합니다. (2주)  2단계: 음성 인식 모듈 및 전화 연결 개발  Google Speech-to-Text API와 Twilio API를 통해 음성 인식과 전화 연결 기능을 구현합니다. (2주)  3단계: 실시간 데이터 전송 모듈 개발  WebSocket을 사용하여 서버-클라이언트 간 실시간 데이터 전송을 구현합니다. (1주)  4단계: 프론트엔드 개발  사용자 인터페이스를 설계하고, 노인 사용자가 쉽게 사용할 수 있는 텍스트 표시 및 음성 응답 기능을 완성합니다. (2주)  5단계: 통합 테스트 및 최적화  시스템 통합 후, 응답 속도와 정확도를 확인하고 UI를 최적화합니다. (1주) |

|  |
| --- |
| **6. 결론**  이 보고서는 노인 사용자가 문자 입력의 불편함 없이 전화 통화 중 상대방의 말을 실시간 텍스트로 확인하고, 음성으로 응답할 수 있는 시스템을 제안했습니다. 향후 음성 인식의 정확도를 더욱 높이고 사용자 인터페이스를 개선하여 노인 사용자가 편리하게 사용할 수 있도록 발전시킬 계획입니다. |

**7. 출처**
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